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Components of good forecasting:

Evaluation: checking if a prediction is good
Elicitation: obtaining good predictions
Aggregation: combining information into predictions

Decisionmaking: making decisions based on predictions
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il Proper scoring rules
= Machine learning and loss functions
12| Forecasting in groups

13| Decisionmaking and governance
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INTRODUCTION

Verification of weather forecasts has been a controversial
subject for more than a half century. There are a number
of reasons why this problem has been so perplexing to
meteorologists and others but one of the most important,
difficulties seems to be in reaching an agreement on the

ification of & seale of good for weather
Numerous systems have been proposed but one of the
greatest arguments raised against forecast verification is
that forecasts which may be the “best” according to the
accepted system of arbitrary scores may nob be the most:
useful forecasts. Tn ing to resolve this difficul

lly have been di: i [1,2,3,4] so
that the purpose here will not be to emphasize the en-
hanced usefulness of such forecasts but rather to point out
how some aspects of the verification problem are simplified
or solved.

VERIFICATION FORMULA

Suppose that on each of 2 oceasions an event can oceur
in only one of r possible classes or categories and on one
such occasion, 4, the forecast probabilities are fa, g,

the forecaster may often ﬁmi himself in the position of
choosing to ignore the verification system or to let it do
the forecasting for him by “hedging” or “playing the
system.” This may lead the forecaster to forecast some-
thing other than what he thinks will ocour, for it is often
easier to analyze the effect of different possible forecasts
on the verification score than it is to analyze the weather
situation. It is generally agroed that this state of affairs
is unsatisfactory, as onc essential criterion for satisfactory
verification is that the verification scheme should influence

. fu, that the event will oceur in classes 1,2, . . . 7,
respec'.wely The r classes are chosen to be muf.nally
and e 80 that
... W
=

A number of interesting observations can be made about
a vertification score P defined by

P=L3 3 ¢,—E @

B j=1i=1
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Prediction game: predict a coin toss!

As suggested by Brier: predict probability of heads.
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Prediction game: predict a coin toss!
As suggested by Brier: predict probability of heads.

Who had the best prediction?
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Brier's solution: a proper scoring rule:
A function S(p,y) where p = prediction and y = observed outcome in {0,1}. ..
...so that the optimal prediction is one’s true belief.

Optimal: maximizes expected score.

Example: S(p,y) = —(y — p)*.
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Squared loss:
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" But also incentivizes truthful forecasts (is proper)

Expected score for predicting p when you believe ¢?
Recall: S(p,y) = —(y —p)*.

Sia)  =-E (y—p)
=~ E@W-p+a—q
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Squared loss:
= A classic measure of error
" But also incentivizes truthful forecasts (is proper)
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Squared loss:
= A classic measure of error
" But also incentivizes truthful forecasts (is proper)

Expected score for predicting p when you believe ¢?
Recall: S(p,y) = —(y —p)*.

Sia)  =-E (y—p)

=-E(y-p+q—q)’

=-E - +(@-p’+20-a)a-p)
=-EW-9" - (¢-p)’

= —Var(q) — (¢ — p)*

< —Var(q).
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log(p) y=1

Good (1952): The scoring rule S(p,y) =
log(l—p) y=0
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log(p) y=1

Good (1952): The scoring rule S(p,y) =
log(l—p) y=0

Expected score for predicting p when you believe g?

S(p;a) = qlog(p) + (1 —q)log(1 — p)
= —H(q) + qlog(§) + (1 — q)log(+=)
= —H(q) + KL(g,p)
< —H(q).
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Amazing fact: [McCarthy 1956; Savage 1971; Schervish 1988; Gneiting & Raftery 2007; etc]

A scoring rule S(p,y) is proper if and only if there exists a convex function G such that

S(p,y) = G(p) + VG(p) - (y — p).
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1. Proper scoring rules

* Machine learning and loss functions
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Is an algorithm’'s prediction different than a human’s?
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I Ask the model to make a prediction p on a data point.
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What loss function should we use?
= As we train, the optimal prediction should converge to the truth.

What does the loss converge to?

1l
lim — " ¢(p,yi) — JE Up.y)-
i=1

n—o00 N, 4

— For statistical consistency, we should use a (negated) proper scoring rule!
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(1) Labels: rain or sun?

(2) Numbers: cm of rain?
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(1) Labels: rain or sun?

(2) Numbers: cm of rain?

probability
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(1) Labels: rain or sun?

(2) Numbers: cm of rain?
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How to evaluate a numerical prediction?

lal Absolute error, lp —yl.
b Squared error, (p — y)2.

probability
distribution

numerical prediction
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A. How can we evaluate and elicit forecasts?

— Proper scoring rules such as the log and Brier score (squared loss).
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A. How can we evaluate and elicit forecasts?

— Proper scoring rules such as the log and Brier score (squared loss).

B. What scoring rules are proper?

= Derived from convex functions, which represent entropy/uncertainty of the forecast.

C. How should we train algorithms?

— also proper scoring rules!
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2. Forecasting in groups
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Wisdom of the crowd
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Goals:
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Goals:

B Incentivize each participant to provide information
= Handle different types of information
= Handle different strengths of beliefs
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= Participants take turns predicting.
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= Participants take turns predicting.

B After the event, reward is improvement in score.
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= Participants take turns providing models.

B After the event, reward is improvement in test score.

§EHROEH ==
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= Participants take turns trading.

u After the event, reward is net payment.

g 0w E e
/S SR S S S

l.gi?mas 5371 (-4.92%)
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= Can we use SRMs for label predictions?
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= Can we use SRMs for label predictions? Not really!
= Can we use SRMs for numerical (mean) predictions? Yes!

= Can we use SRMs for numerical (median) predictions? Sort of!
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A. How can we evaluate and elicit forecasts from groups?

= Design prediction markets based on proper scoring rules.
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A. How can we evaluate and elicit forecasts from groups?

—> Design prediction markets based on proper scoring rules.

B. What encourages good group forecasting?

= Sharing and iterativel updating information and predictions.

C. What else can prediction market designs be used for?

= Understanding financial markets, designing collaborative contests.
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3. Decisionmaking
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There are many paradigms for decisionmaking in groups.
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There are many paradigms for decisionmaking in groups.

Direct democracy - voting
Representative democracy

Corporate structure - delegating authority

Decisions need two inputs:

. Preferences
. Information
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Preferences and information
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Can we incorporate forecasting in group decisionmaking?
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Can we incorporate forecasting in group decisionmaking?

Challenges:
= Gathering the information
= Aggregating it into forecasts

B Incorporating forecasts and preferences
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Blockchain applications
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Conclusions
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It is important to society to evaluate forecasts

How? proper scoring rules

Applications in machine learning and connections to game theory

Building blocks for group forecasting (prediction markets) ...

. and decisionmaking / governance proposals.

Thanks to mentors and collaborators, esp. Yiling Chen and Raf Frongillo.
Thanks!
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