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Components of good forecasting:

Evaluation: checking if a prediction is good

Elicitation: obtaining good predictions

Aggregation: combining information into predictions

Decisionmaking: making decisions based on predictions
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1. Proper scoring rules
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Roots of forecasting

6 / 41



Roots of forecasting

7 / 41



Let’s play a game...

Prediction game: predict a coin toss!

As suggested by Brier: predict probability of heads.

Who had the best prediction?

8 / 41



Let’s play a game...

Prediction game: predict a coin toss!

As suggested by Brier: predict probability of heads.

Who had the best prediction?

8 / 41



Proper scoring rules

Brier’s solution: a proper scoring rule:

A function S(p, y) where p = prediction and y = observed outcome in {0, 1}. . .

. . . so that the optimal prediction is one’s true belief.

Optimal: maximizes expected score.

Example: S(p, y) = −(y − p)2.
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From accuracy to game theory (and back)

Squared loss:

A classic measure of error

But also incentivizes truthful forecasts (is proper)

Expected score for predicting p when you believe q?
Recall: S(p, y) = −(y − p)2.

S(p; q) = − E
y∼q

(y − p)2

= − E
y∼q

(y − p+ q − q)2

= − E
y∼q

[
(y − q)2 + (q − p)2 + 2(y − q)(q − p)

]
= − E

y∼q
(y − q)2 − (q − p)2

= −Var(q)− (q − p)2

≤ −Var(q).
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Expected score: negative variance
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Another proper scoring rule

Good (1952): The scoring rule S(p, y) =

{
log(p) y = 1

log(1− p) y = 0
.

Expected score for predicting p when you believe q?

S(p; q) = q log(p) + (1− q) log(1− p)

= −H(q) + q log(pq ) + (1− q) log(1−p1−q )

= −H(q) + KL(q, p)

≤ −H(q).
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Expected score: negative entropy
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Characterization of proper scoring rules

Amazing fact: [McCarthy 1956; Savage 1971; Schervish 1988; Gneiting & Raftery 2007; etc]

Theorem

A scoring rule S(p, y) is proper if and only if there exists a convex function G such that

S(p, y) = G(p) +∇G(p) · (y − p).
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1. Proper scoring rules

* Machine learning and loss functions
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Is an algorithm’s prediction different than a human’s?
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Training algorithms using score (loss)

1 Ask the model to make a prediction p on a data point.

2 Assess its loss `(p, y).

3 Adjust the model.

4 Repeat.
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Choosing a loss

What loss function should we use?

=⇒ As we train, the optimal prediction should converge to the truth.

What does the loss converge to?

lim
n→∞

1

n

n∑
i=1

`(p, yi)→ E
y∼q

`(p, y).

=⇒ For statistical consistency, we should use a (negated) proper scoring rule!
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Predictions other than probabilities

(1) Labels: rain or sun?
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Predictions other than probabilities
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Scoring rules for numerical predictions

How to evaluate a numerical prediction?

a Absolute error, |p− y|.
b Squared error, (p− y)2.

cm of rain
0.2 0.4 0.6 0.8 1.0 1.2

probability 
distribution

numerical prediction
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Proper scoring rules - conclusion

A. How can we evaluate and elicit forecasts?

=⇒ Proper scoring rules such as the log and Brier score (squared loss).

B. What scoring rules are proper?

=⇒ Derived from convex functions, which represent entropy/uncertainty of the forecast.

C. How should we train algorithms?

=⇒ also proper scoring rules!
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2. Forecasting in groups
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Wisdom of the crowd
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Beyond wisdom of the crowd
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How to aggregate information?

Goals:

Incentivize each participant to provide information

Handle different types of information

Handle different strengths of beliefs
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Scoring rule prediction market (Hanson 2003)

Participants take turns predicting.

After the event, reward is improvement in score.
S(pt, y)− S(pt−1, y).

event
p1 p2 p3 p4 p5 p6

time
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ML collaborative contests (Abernethy, Frongillo 2011)

Participants take turns providing models.

After the event, reward is improvement in test score.

test datah1 h2 h3 h4 h5 h6

time
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Similarity to financial markets

Participants take turns trading.

After the event, reward is net payment.

expiration 
datet1 t2 t3 t4 t5 t6

time
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Design questions for scoring rule markets

Can we use SRMs for label predictions?

Not really!

Can we use SRMs for numerical (mean) predictions? Yes!

Can we use SRMs for numerical (median) predictions? Sort of!
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Group forecasting - conclusion

A. How can we evaluate and elicit forecasts from groups?

=⇒ Design prediction markets based on proper scoring rules.

B. What encourages good group forecasting?

=⇒ Sharing and iterativel updating information and predictions.

C. What else can prediction market designs be used for?

=⇒ Understanding financial markets, designing collaborative contests.
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3. Decisionmaking
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Decisionmaking in groups

There are many paradigms for decisionmaking in groups.

Direct democracy - voting

Representative democracy

Corporate structure - delegating authority

...

Decisions need two inputs:

1 Preferences

2 Information
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Preferences and information
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Using predictions for decisionmaking

Can we incorporate forecasting in group decisionmaking?

Challenges:

Gathering the information

Aggregating it into forecasts

Incorporating forecasts and preferences
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Decision markets

event

p
1

p
2

p
3

p
4

p
5

p
6

time

Prediction market Decision
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Blockchain applications
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Blockchain applications
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Conclusions
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Conclusions

It is important to society to evaluate forecasts

How? proper scoring rules

Applications in machine learning and connections to game theory

Building blocks for group forecasting (prediction markets) ...

... and decisionmaking / governance proposals.

Thanks to mentors and collaborators, esp. Yiling Chen and Raf Frongillo.
Thanks!
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